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Note: Assignment 2 released
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Outline

• Why predict protein structure?

• Can we use (pure) physics-based methods?

• Knowledge-based methods

• Approaches to protein structure prediction (i.e., what 

information can we leverage?)

– Template-based (“homology”) modeling (e.g., Phyre2)

– Ab initio modeling (e.g., Rosetta)

– Multiple sequence alignments (coevolution)


• Deep learning methods for protein structure prediction

– First-generation deep learning methods: learning inter-residue 

distances from multiple sequence alignments

– Second-generation deep learning methods: learning the entire 

structure

• RNA structure prediction 3



Why predict protein structure?
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Problem definition

• Given the amino acid sequence of a protein, predict its 
three-dimensional structure


• Each protein adopts many structures.  We want the average 
structure, which is roughly what’s measured experimentally.

– This will depend on experimental conditions: for example, is the 

protein bound to a drug and/or other molecules (and which ones)? 
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Why predict protein structures rather 
than determining them experimentally?

• Because predicting them computationally is 
(hopefully) cheaper and faster


• This answer is different from the answer to “why 
perform MD simulations?”  

– MD simulations are computationally expensive but 

often allow one to access information that simply can’t 
be observed with existing experimental methods
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How are predicted structures used?
• Identifying the mechanism by which a protein functions


– What is the structural basis for the protein’s function? If we think 
of the protein as a machine, how does that machine work? 


– How do genetic mutations alter that function (e.g., cause 
disease)?


– How one might alter that protein’s function (e.g., with a drug)? 

• Drug discovery


– Computational screening of candidate drug compounds

– Figuring out how to optimize a promising candidate compound

– Figuring out which binding site to target


• Interpreting experimental data

– For example, a computationally predicted approximate structure 

can help in determining an accurate structure experimentally, as 
we’ll see later in this course 7



Why not just solve the structures 
experimentally?

• Structures of certain proteins are very difficult to determine 
experimentally


• Sequence determination far outpaces experimental structure 
determination

– We already have far more sequences than experimental structures, and 

this gap will likely grow

8http://www.dnastar.com/blog/wp-content/

uploads/2015/08/ProteinDBGrowthBar3.png



Can we use (pure) physics-based 
methods?
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Example: 
Simulation vs. 
experiment for 12 
fast-folding 
proteins, up to 80 
residues each

Lindorff-
Larsen et al., 
Science, 2011

Why not just simulate the folding 
process by molecular dynamics? 
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possible for 
some proteins.



For most proteins, this doesn’t (yet) work 

1. Folding timescales are usually much longer than 
simulation timescales.


2. Current molecular mechanics force fields aren’t 
always sufficiently accurate.


3. Disulfide bonds form during the real folding 
process. This is hard to mimic in simulation.

Simulating folding is important for understand how the folding 
process works (that is, how a protein gets from its unfolded state to 
its folded state—the original “protein folding problem”), but is not 
necessary to predict structure. Structure prediction is an easier 
problem (though still tough!).



Knowledge-based methods
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Basic idea behind knowledge-based 
(data-driven) methods

• The PDB contains over 180,000 experimentally 
determined protein structures 


• Can we use that information to help us predict 
new structures?


• Yes!
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http://www.duncanmalcolm.com/blog/startup-data-analytics-metric-

We can also use 
the more than 
250 million 
protein sequences 
in the UniProt 
database    



Questions for discussion

• If we want to predict the structure of protein X, 
how does knowing structures of other proteins 
help?


• If we want to predict the structure of protein X, 
how does knowing amino acid sequences of 
other proteins help (in particular, sequences of 
proteins whose structures we don’t know)?
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Proteins with similar sequences tend to 
have similar structures

• Proteins with similar sequences tend to be 
homologs, meaning that they evolved from a 
common ancestor


• The fold of the protein (i.e., its overall structure) 
tends to be conserved during evolution


• This tendency is very strong.  Even proteins with 
15% sequence identity usually have similar 
structures.

– During evolution, sequence changes more quickly 

than structure
15



For most human protein sequences, we 
can find a homolog with known structure 

Schwede, Structure 2013 

The plot shows the 
fraction of amino acids in 
human proteins that can 
be mapped to similar 
sequences in PDB 
structures.  Different 
colors indicate % 
sequence identity.

Unstructured 
(disordered) 
amino acids

As of 2017, 70% of human proteins—and well over 90% of 
human drug targets—had >30% sequence identity to a protein 
of known structure. As of today, those numbers are even higher!

Somody et. al, Drug Discovery Today, 2017



What if we can’t identify a homolog in 
the PDB?

• We can still use information based on known 
structures

– We can construct databases of observed structures of 

small fragments of a protein

– We can use the PDB to build empirical, “knowledge-

based” energy functions

• We can also extract substantial information from 

sequences of homologs whose structure has not 
been determined

– Again, exploit the fact that proteins with similar 

sequence tend to have similar structure
17



Approaches to protein structure prediction

(i.e., what information can we leverage?)
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Template-based (“homology”) modeling 
(e.g., Phyre2)

Approaches to protein structure 
prediction




Template-based structure prediction: 

basic workflow 

• User provides a query sequence with unknown 
structure


• Search the PDB for proteins with similar 
sequence and known structure.  Pick the best 
match (the template).


• Build a model based on that template

– One can also build a model based on multiple 

templates, where different templates are used for 
different parts of the protein.
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What does it mean for two sequences 
to be similar?

• Basic measure: count minimum number of amino 
acid residues one needs to change, add, or 
delete to get from one sequence to another

– Sequence identity: amino acids that match exactly 

between the two sequences

– Not trivial to compute for long sequences, but there 

are efficient dynamic programming algorithms to do so
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What does it mean for two sequences 
to be similar?

• We can do better

– Some amino acids are chemically similar to one 

another (example: glutamic acid and aspartic acid)

– Sequence similarity is like sequence identity, but does not 

count changes between similar amino acids

22
Glutamic acid Aspartic acid



What does it mean for two sequences 
to be similar?

• We can do even better

– Once we’ve identified some homologs to a query 

sequence (i.e., similar sequences in the sequence 
database), we can create a profile describing the 
probability of mutation to each amino acid at each position


– We can then use this profile to search for more homologs

– Iterate between identification of homologs and profile 

construction

– Measure similarity of two sequences by comparing their 

profiles

– Often implemented using Hidden Markov Models (HMMs)


• For example, the HHBlits software tool
23
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We’ll use the Phyre2 template-based 
modeling server as an example

• Try it out: http://www.sbg.bio.ic.ac.uk/phyre2/

• Why use Phyre2 as an example of template-

based modeling?

– Among the better automated structure 

prediction web-servers

– Among the most widely used, and arguably 

the easiest to use

– Approach is similar to that of other template-

based modeling methods

– Great name!

24

http://www.sbg.bio.ic.ac.uk/phyre2/


Phyre2 algorithmic pipeline

25LA Kelley et al., 
Nature Protocols 
10:845 (2015)  



Phyre2 algorithmic pipeline
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Identify similar sequences in 
protein sequence database



Phyre2 algorithmic pipeline
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Choose a template 
structure by:

(1) comparing sequence 
profiles and 

(2) predicting secondary 
structure for each residue 
in the query sequence 
and comparing to 
candidate template 
structures.  Secondary 
structure (alpha helix, 
beta sheet, or neither) is 
predicted for segments of 
query sequence using a 
neural network trained on 
known structures.



Phyre2 algorithmic pipeline
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Compute optimal 
alignment of query 
sequence to template 
structure



Build a crude backbone model (no side chains) by simply superimposing 
corresponding amino acids.  Some of the query residues will not be modeled, 
because they don’t have corresponding residues in the template (insertions).  
There will be some physical gaps in the modeled backbone, because some 
template residues don’t have corresponding query residues (deletions).

Phyre2 algorithmic pipeline



Phyre2 algorithmic pipeline
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Use loop modeling to patch up defects in the crude model due to insertions and 
deletions.  For each insertion or deletion, search a large library of fragments (2–15 
residues) of PDB structures for ones that match local sequence and fit the 
geometry best.  Tweak backbone dihedrals within these fragments to make them 
fit better.



Phyre2 algorithmic pipeline

31

Add side chains.  Use a 
database of commonly 
observed structures for each 
side chain (these structures 
are called rotamers).  Search 
for combinations of 
rotamers that will avoid 
steric clashes (i.e., atoms 
ending up on top of one 
another).



Modeling based on multiple templates
• In “intensive mode,” Phyre 

2 will use multiple templates 
that cover (i.e., match well 
to) different parts of the 
query sequence. 

– Build a crude backbone 

model for each template

– Extract distances between 

residues for “reliable” parts 
of each model


– Perform a simplified protein 
folding simulation in which 
these distances are used as 
constraints.  Additional 
constraints enforce predicted 
secondary structure 


– Fill in the side chains, as for 
single-template models 

32

LA Kelley et al., 
Nature Protocols 
10:845 (2015)  You’re not responsible for this
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Ab initio modeling (e.g., Rosetta)

Approaches to protein structure 
prediction



Ab initio structure prediction

• Also known as “de novo structure prediction”

• Many approaches proposed over time

• Probably the most successful is fragment 

assembly, as exemplified by the Rosetta 
software package

34



We’ll use Rosetta as an example of 

ab initio structure prediction

• Software developed over the last 25–30 years by David 
Baker (U. Washington) and collaborators


• Software at: https://www.rosettacommons.org/software

• Structure prediction server: http://robetta.bakerlab.org/

• Why use Rosetta as an example?


– Among the better ab initio modeling packages (for 
some years it was the best)


– Approach is similar to that of many ab initio modeling 
packages


– Rosetta provides a common framework that has 
become very popular for a wide range of molecular 
prediction and design tasks, including protein design

https://www.rosettacommons.org/software
http://robetta.bakerlab.org/


Key ideas behind Rosetta

• Knowledge-based energy function

– In fact, two of them:


• The “Rosetta energy function,” which is coarse-grained 
(i.e., does not represent all atoms in the protein), is used 
in early stages of protein structure prediction


• The “Rosetta all-atom energy function,” which depends 
on the position of every atom, is used in late stages   


• A knowledge-based strategy for searching 
conformational space (i.e., the space of possible 
structures for a protein)

– Fragment assembly forms the core of this method

36



Rosetta energy function
• At first this was the only energy function used by 

Rosetta  (hence the name)

• Based on a simplified representation of protein 

structure:

– Do not explicitly represent solvent (e.g., water)

– Assume all bond lengths and bond angles are fixed

– Represent the protein backbone using torsion angles 

(three per amino acid: Φ, Ψ, ω)

– Represent side chain position using a single “centroid,” 

located at the side chain’s center of mass

• Centroid position determined by averaging over all 

structures of that side chain in the PDB
37



Rosetta energy function

38From Rohl et al., Methods in Enzymology 2004
You’re not responsible for the details!



Rosetta energy function

From Rohl et al., Methods in Enzymology 2004

You’re not responsible for the details! Updated version with more terms: Alford et al., Journal of 
Chemical Theory and Computation, 2017

This list of terms is incomplete, as more have been added



Rosetta energy function: take-aways

• The (coarse-grained) Rosetta energy function is 
essentially entirely knowledge-based

– Based on statistics computed from the PDB


• Many of the terms are of the form –ln[P(A)] (that 
is, –loge[P(A)]), where P(A) is the probability of 
some macrostate A

– This is essentially the free energy of macrostate A.  

Recall definition of free energy:

40

P(A) = exp −GA
kBT( )GA = −kBT loge P(A)( )



Rosetta all-atom energy function

• Still makes simplifying assumptions:

– Do not explicitly represent solvent (e.g., water)

– Assume all bond lengths and bond angles are fixed


• Functional forms are a hybrid between molecular 
mechanics force fields and the (coarse-grained) Rosetta 
energy function

– Partly physics-based, partly knowledge-based

41



Are these potential energy functions or 
free energy functions?

• The molecular mechanics force fields discussed in 
previous lectures are potential energy functions


• One can also attempt to construct a free energy function, 
where the energy associated with a conformation is the 
free energy of the set of “similar” conformations (for some 
definition of “similar”)


• The Rosetta energy functions are approximate free energy 
functions (despite sometimes being referred to as potential 
energy functions)

– This means that searching for the “minimum” energy is more valid 

(as a way to determine structure)

– Nevertheless, typical protocol is to repeat the search process 

many times, cluster the results, and report the largest cluster as 
the solution.  This rewards wider and deeper wells. 42



How does Rosetta search the 
conformational space?

• Two steps:

– Coarse search: fragment assembly

– Refinement


• Perform coarse search many times, and then 
perform refinement on each result

43



Coarse search: fragment assembly

• Uses a large database of 3-residue and 9-residue fragments, 
taken from structures in the PDB


• Monte Carlo sampling algorithm proceeds as follows:

1. Start with the protein in an extended conformation

2. Randomly select a 3-residue or 9-residue section

3. Find a fragment in the library whose sequence resembles it

4. Consider a move in which the backbone dihedrals of the 

selected section are replaced by those of the fragment.  
Calculate the effect on the entire protein structure.


5. Evaluate the Rosetta energy function before and after the 
move


6. Use the Metropolis criterion to accept or reject the move

7. Return to step 2 


• The real search algorithm adds some bells and whistles
44



Refinement

• Refinement is performed using the Rosetta all-
atom energy function, after building in side 
chains


• Refinement involves a combination of Monte 
Carlo moves and energy minimization


• The Monte Carlo moves are designed to perturb 
the structure much more gently than those used 
in the coarse search

– Many still involve the use of fragments

45



Example: structure prediction by 
Rosetta

• Fragment assembly for a small protein

Note: This is not a full Rosetta structure prediction — just initial steps (doesn’t 
include refinement, multiple simulations, etc.)

Experimentally determined 
structure

Final conformation from 
Rosetta fragment assembly

Hyun Soo Jeon



Example: structure prediction by 
Rosetta

• During Monte Carlo sampling, energy usually decreases 
but sometimes increases

Rosetta energy

Hyun Soo Jeon



FoldIt: Protein-folding game
• https://fold.it/

• Basic idea: allow players to optimize the Rosetta 

all-atom energy function

– Game score is negative of the energy (plus a constant)

48

https://fold.it/
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Multiple sequence alignments 
(coevolution)

Approaches to protein structure 
prediction




We’ve discussed two approaches to 
protein structure prediction

• Template-based modeling (homology modeling)

– Used when one can identify one or more likely 

homologs of known structure

• Ab initio structure prediction


– Does not require any homologs

– Even ab initio approaches usually take advantage of 

available structural data, but in more subtle ways

51

What if we know sequences of many homologs, but 
don’t have structures for any of them?



Amino acids in direct physical contact tend to 
covary or “coevolve” across related proteins

...GANPMHGRDQSGAVASLTSVA...


...GANPMHGRDQEGAVASLTSVA...


...GANPMHGRDEKGAVASLTSVG...


...GANPMHGRDSHGWLASCLSVA...


...GANPMNGRDVKGFVAAGASVA...


...GANPMHGRDRDGAVASLTSVA...


...GANPMHGRDQVGAVASLTSVA...


...GANPMHGRDQEGAVASLTSVA...


...VEDLMKEVVTYRHFMNASGG...


...VEALMARVLSYRHFMNASGG...


...VATVMKQVMTYRHYLRATGG...


...VARAMREIGKYAQVLKISRG...


...VPELMQDLTSYRHFMNASGG...


...ADHVLRRLSDFVPALLPLGG...


...FERARTALEAYAAPLRAMGG...


...VPEVMKKVMSYRHYLKATGG...


For example, a 
mutation that causes 
one amino acid to get 
bigger is more likely to 
preserve protein 
structure and function 
(and thus survive) if 
another amino acid 
gets smaller to make 
space



Amino acids in direct physical contact tend to 
covary or “coevolve” across related proteins

From: https://www.blopig.com/blog/2021/07/alphafold-2-is-here-whats-behind-the-structure-prediction-miracle/

https://www.blopig.com/blog/2021/07/alphafold-2-is-here-whats-behind-the-structure-prediction-miracle/


How can we use this observation to 
predict protein structure?

• Given many sequences of related proteins (whose 
structure is assumed to be similar), look for amino 
acids that coevolve. They are probably close 
together.


• This idea has been around for several decades,  but 
it only became practically useful after 2010, thanks 
to:

– A dramatic increase in amount of sequence data available

– Better computational methods

54

Protein 3D Structure Computed from Evolutionary
Sequence Variation
Debora S. Marks1*., Lucy J. Colwell2., Robert Sheridan3, Thomas A. Hopf1, Andrea Pagnani4, Riccardo

Zecchina4,5, Chris Sander3

1 Department of Systems Biology, Harvard Medical School, Boston, Massachusetts, United States of America, 2 MRC Laboratory of Molecular Biology, Hills Road,

Cambridge, United Kingdom, 3 Computational Biology Center, Memorial Sloan-Kettering Cancer Center, New York, New York, United States of America, 4 Human Genetics

Foundation, Torino, Italy, 5 Politecnico di Torino, Torino, Italy

Abstract

The evolutionary trajectory of a protein through sequence space is constrained by its function. Collections of sequence
homologs record the outcomes of millions of evolutionary experiments in which the protein evolves according to these
constraints. Deciphering the evolutionary record held in these sequences and exploiting it for predictive and engineering
purposes presents a formidable challenge. The potential benefit of solving this challenge is amplified by the advent of
inexpensive high-throughput genomic sequencing. In this paper we ask whether we can infer evolutionary constraints from
a set of sequence homologs of a protein. The challenge is to distinguish true co-evolution couplings from the noisy set of
observed correlations. We address this challenge using a maximum entropy model of the protein sequence, constrained by
the statistics of the multiple sequence alignment, to infer residue pair couplings. Surprisingly, we find that the strength of
these inferred couplings is an excellent predictor of residue-residue proximity in folded structures. Indeed, the top-scoring
residue couplings are sufficiently accurate and well-distributed to define the 3D protein fold with remarkable accuracy. We
quantify this observation by computing, from sequence alone, all-atom 3D structures of fifteen test proteins from different
fold classes, ranging in size from 50 to 260 residues., including a G-protein coupled receptor. These blinded inferences are de
novo, i.e., they do not use homology modeling or sequence-similar fragments from known structures. The co-evolution
signals provide sufficient information to determine accurate 3D protein structure to 2.7–4.8 Å Ca-RMSD error relative to the
observed structure, over at least two-thirds of the protein (method called EVfold, details at http://EVfold.org). This discovery
provides insight into essential interactions constraining protein evolution and will facilitate a comprehensive survey of the
universe of protein structures, new strategies in protein and drug design, and the identification of functional genetic
variants in normal and disease genomes.
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Introduction

Exploiting the evolutionary record in protein families
The evolutionary process constantly samples the space of

possible sequences and, by implication, structures consistent with a
functional protein in the context of a replicating organism.
Homologous proteins from diverse organisms can be recognized
by sequence comparison because strong selective constraints
prevent amino acid substitutions in particular positions from
being accepted. The beauty of this evolutionary record, reported
in protein family databases such as PFAM [1], is the balance
between sequence exploration and constraints: conservation of
function within a protein family imposes strong boundaries on
sequence variation and generally ensures similarity of 3D structure
among all family members [2] (Figure 1).

In particular, to maintain energetically favorable interactions,
residues in spatial proximity may co-evolve across a protein family

[2,3]. This suggests that residue correlations could provide
information about amino acid residues that are close in structure
[4,5,6,7,8,9,10,11]. However, correlated residue pairs within a
protein are not necessarily close in 3D space. Confounding residue
correlations may reflect constraints that are not due to residue
proximity but are nevertheless true biological evolutionary
constraints or, they could simply reflect correlations arising from
the limitations of our insight and technical noise. Evolutionary
constraints on residues involved in oligomerization, protein-
protein, or protein-substrate interactions or other spatially indirect
or spatially distributed interactions can result in co-variation
between residues not in close spatial proximity within a protein
monomer. In addition, the principal technical causes of con-
founding residue correlations are transitivity of correlations,
statistical noise due to small numbers and phylogenetic sampling
bias in the set of sequences assembled in the protein family
[12,13,14,15]. One does not know a priori the relative contributions

PLoS ONE | www.plosone.org 1 December 2011 | Volume 6 | Issue 12 | e28766
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Deep learning methods for protein 
structure prediction


55



56

First-generation deep learning methods: 
learning inter-residue distances from 

multiple sequence alignments

Deep learning methods for protein 
structure prediction




Deep learning of inter-residue distances

Distance-based protein folding powered by
deep learning
Jinbo Xua,1

aToyota Technological Institute at Chicago, Chicago, IL 60637

Edited by David Baker, University of Washington, Seattle, WA, and approved July 15, 2019 (received for review December 14, 2018)

Direct coupling analysis (DCA) for protein folding has made very
good progress, but it is not effective for proteins that lack many
sequence homologs, even coupled with time-consuming confor-
mation sampling with fragments. We show that we can accurately
predict interresidue distance distribution of a protein by deep learning,
even for proteins with ∼60 sequence homologs. Using only the geo-
metric constraints given by the resulting distance matrix we may con-
struct 3D models without involving extensive conformation sampling.
Our method successfully folded 21 of the 37 CASP12 hard targets
with a median family size of 58 effective sequence homologs
within 4 h on a Linux computer of 20 central processing units. In
contrast, DCA-predicted contacts cannot be used to fold any of
these hard targets in the absence of extensive conformation sam-
pling, and the best CASP12 group folded only 11 of them by inte-
grating DCA-predicted contacts into fragment-based conformation
sampling. Rigorous experimental validation in CASP13 shows that
our distance-based folding server successfully folded 17 of 32 hard
targets (with a median family size of 36 sequence homologs) and
obtained 70% precision on the top L/5 long-range predicted con-
tacts. The latest experimental validation in CAMEO shows that our
server predicted correct folds for 2 membrane proteins while all of
the other servers failed. These results demonstrate that it is now
feasible to predict correct fold for many more proteins lack of
similar structures in the Protein Data Bank even on a personal
computer.

protein folding | deep learning | protein contact prediction |
protein distance prediction | direct coupling analysis

Computational structure prediction of proteins without de-
tectable homology to experimentally solved structures is a

very challenging problem. Even after decades of research, prog-
ress on this problem has been slow, and many methods require
considerable computational resources, even for relatively small
proteins. Nevertheless, in recent years good progress has been
achieved thanks to accurate contact prediction enabled by direct
coupling analysis (DCA) (1–9) and deep convolutional neural net-
works (DCNN) (10–16). As such, contact-assisted protein folding
has gained a lot of attention and contact prediction has garnered
considerable research effort.
We have developed the CASP12- and CASP13-winning method

RaptorX-Contact (10) that uses deep and fully convolutional re-
sidual neural network (ResNet) to predict contacts. ResNet is one
type of DCNN (17) but is much more powerful than traditional
DCNN. RaptorX-Contact has good accuracy even for some proteins
with only dozens of sequence homologs. The precision of RaptorX-
Contact decreases more slowly than DCA when more predicted
contacts are evaluated, especially when the protein under study has
few sequence homologs (10). As reported in refs. 10 and 12, without
extensive fragment-based conformation sampling, the 3D models
constructed from contacts predicted by RaptorX-Contact have much
better quality than those built from contacts predicted by DCA
methods such as CCMpred (6) and the CASP11 winner Meta-
PSICOV (18). RaptorX-Contact also works well for membrane
proteins (MPs) even trained by soluble proteins (12) and for com-
plex contact prediction even trained by single-chain proteins (19).

Both our ResNet and DCA are global prediction methods
because they predict the contact/distance score or probability of
one residue pair by considering its correlation with other residue
pairs at distant sequence positions, which is the key to the sig-
nificant improvement in contact prediction. In principle, when
many convolutional layers are used, it is possible to capture
correlation between any two residue pairs across the whole
contact/distance matrix. However, ResNet differs from DCA in
that 1) ResNet can capture higher-order residue correlation
(e.g., structure motifs) while DCA mainly focuses on pairwise
relationships, 2) ResNet tries to learn the global context of a
contact matrix, and 3) existing DCA methods are roughly linear
models with tens of millions of parameters estimated from a
single protein family, while ResNet is a nonlinear model with
parameters estimated from thousands of protein families. Deep
learning (DL) models such as CMAPpro (20) and Deep Belief
Networks (DBN) (21) were used for contact prediction before,
but ResNet is a DL method that greatly outperforms shallow
methods such as MetaPSICOV (18). Different from ResNet and
DCA, DBN and MetaPSICOV are local prediction methods, as
they predict the label (i.e., contact or distance) of 1 residue pair
without considering the labels of others. This is one of the major
reasons why DBN and MetaPSICOV underperformed RaptorX-
Contact. Inspired by the success of RaptorX-Contact, many
CASP13 predictors have employed fully ResNet or DCNN (13, 15,
22), as shown in the CASP13 abstract book. Notably, the Cheng
group, who developed DBN, has switched to DCNN for contact

Significance

Accurate description of protein structure and function is a
fundamental step toward understanding biological life and
highly relevant in the development of therapeutics. Although
greatly improved, experimental protein structure determina-
tion is still low-throughput and costly, especially for membrane
proteins. As such, computational structure prediction is often
resorted. Predicting the structure of a protein without similar
structures in the Protein Data Bank is very challenging and
usually needs a large amount of computing power. This paper
shows that by using a powerful deep learning technique, even
with only a personal computer we can predict new folds much
more accurately than ever before. This method also works well
on membrane protein folding.
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agents/analytic tools, analyzed data, and wrote the paper.

The author declares no conflict of interest.

This article is a PNAS Direct Submission.
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Data deposition: Stand-alone code related to this paper is available at https://github.com/
j3xugit/RaptorX-Contact. Our web server is available at http://raptorx.uchicago.edu/AbInitio-
Folding/.
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Improved protein structure prediction using 
potentials from deep learning

Andrew W. Senior1,4*, Richard Evans1,4, John Jumper1,4, James Kirkpatrick1,4, Laurent Sifre1,4, 
Tim Green1, Chongli Qin1, Augustin Žídek1, Alexander W. R. Nelson1, Alex Bridgland1,  
Hugo Penedones1, Stig Petersen1, Karen Simonyan1, Steve Crossan1, Pushmeet Kohli1,  
David T. Jones2,3, David Silver1, Koray Kavukcuoglu1 & Demis Hassabis1

Protein structure prediction can be used to determine the three-dimensional shape of 
a protein from its amino acid sequence1. This problem is of fundamental importance 
as the structure of a protein largely determines its function2; however, protein 
structures can be di!cult to determine experimentally. Considerable progress has 
recently been made by leveraging genetic information. It is possible to infer which 
amino acid residues are in contact by analysing covariation in homologous 
sequences, which aids in the prediction of protein structures3. Here we show that we 
can train a neural network to make accurate predictions of the distances between 
pairs of residues, which convey more information about the structure than contact 
predictions. Using this information, we construct a potential of mean force4 that can 
accurately describe the shape of a protein. We "nd that the resulting potential can be 
optimized by a simple gradient descent algorithm to generate structures without 
complex sampling procedures. The resulting system, named AlphaFold, achieves high 
accuracy, even for sequences with fewer homologous sequences. In the recent Critical 
Assessment of Protein Structure Prediction5 (CASP13)—a blind assessment of the state 
of the "eld—AlphaFold created high-accuracy structures (with template modelling 
(TM) scores6 of 0.7 or higher) for 24 out of 43 free modelling domains, whereas the 
next best method, which used sampling and contact information, achieved such 
accuracy for only 14 out of 43 domains. AlphaFold represents a considerable advance 
in protein-structure prediction. We expect this increased accuracy to enable insights 
into the function and malfunction of proteins, especially in cases for which no 
structures for homologous proteins have been experimentally determined7.

Proteins are at the core of most biological processes. As the function of 
a protein is dependent on its structure, understanding protein struc-
tures has been a grand challenge in biology for decades. Although 
several experimental structure determination techniques have been 
developed and improved in accuracy, they remain difficult and time-
consuming2. As a result, decades of theoretical work has attempted to 
predict protein structures from amino acid sequences.

CASP5 is a biennial blind protein structure prediction assessment 
run by the structure prediction community to benchmark progress in 
accuracy. In 2018, AlphaFold joined 97 groups from around the world in 
entering CASP138. Each group submitted up to 5 structure predictions 
for each of 84 protein sequences for which experimentally determined 
structures were sequestered. Assessors divided the proteins into 104 
domains for scoring and classified each as being amenable to template-
based modelling (TBM, in which a protein with a similar sequence has 
a known structure, and that homologous structure is modified in 
accordance with the sequence differences) or requiring free model-
ling (FM, in cases in which no homologous structure is available), with 

an intermediate (FM/TBM) category. Figure 1a shows that AlphaFold 
predicts more FM domains with high accuracy than any other system, 
particularly in the 0.6–0.7 TM-score range. The TM score—ranging 
between 0 and 1—measures the degree of match of the overall (back-
bone) shape of a proposed structure to a native structure. The assessors 
ranked the 98 participating groups by the summed, capped z-scores of 
the structures, separated according to category. AlphaFold achieved 
a summed z-score of 52.8 in the FM category (best-of-five) compared 
with 36.6 for the next closest group (322). Combining FM and TBM/FM 
categories, AlphaFold scored 68.3 compared with 48.2. AlphaFold is 
able to predict previously unknown folds to high accuracy (Fig. 1b). 
Despite using only FM techniques and not using templates, AlphaFold 
also scored well in the TBM category according to the assessors’ for-
mula 0-capped z-score, ranking fourth for the top-one model or first 
for the best-of-five models. Much of the accuracy of AlphaFold is due 
to the accuracy of the distance predictions, which is evident from the 
high precision of the corresponding contact predictions (Fig. 1c and 
Extended Data Fig. 2a).
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The original AlphaFold (DeepMind)

• First generation of deep learning methods for protein structure 
prediction (including the original AlphaFold method and previous work 
by academic groups)



Deep learning of inter-residue distances
• Key input: multiple sequence alignments

• Key ideas


– Predict the distance between each pair of amino acid 
residues, rather than just predicting whether or not 
each pair of residues is in physical contact


– Consider covariation not just between residues at two 
positions, but between entire blocks of adjacent 
residues

• This allows one to pick out patterns associated with 

structural motifs (e.g., alpha helices)

– Train deep neural networks rather than fitting simpler 

statistical models with fewer parameters
58



• Then search for a 3D structure that minimizes differences from the 
predicted distances

– Certain terms of pre-existing energy functions (e.g., Rosetta all-atom 

energy function in the case of AlphaFold) are also incorporated at this step 
to ensure that local structural arrangements are physically reasonable. 
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(see Methods). We parameterized protein structures by the backbone 
torsion angles (φ, ψ) of all residues and build a differentiable model of 
protein geometry x = G(φ, ψ) to compute the Cβ coordinates, xi for all 
residues i and thus the inter-residue distances, dij = ||xi − xj||, for each 
structure, and express Vdistance as a function of φ and ψ. For a protein with 
L residues, this potential accumulates L2 terms from marginal distribu-
tion predictions. To correct for the overrepresentation of the prior, we 
subtract a reference distribution30 from the distance potential in the log 
domain. The reference distribution models the distance distributions 
P(dij|length) independent of the protein sequence and is computed 
by training a small version of the distance prediction neural network 
on the same structures, without sequence or MSA input features.  
A separate output head of the contact prediction network is trained to 
predict discrete probability distributions of backbone torsion angles 
P(φi,ψi|S, MSA(S)). After fitting a von Mises distribution, this is used to 
add a smooth torsion modelling term, Vtorsion, to the potential. Finally, 
to prevent steric clashes, we add the Vscore2_smooth score of Rosetta9 to the 
potential, as this incorporates a van der Waals term. We used multipli-
cative weights for each of the three terms in the potential; however, no 
combination of weights noticeably outperformed equal weighting.

As all of the terms in the combined potential Vtotal(φ,  ψ) are  
differentiable functions of (φ, ψ), it can be optimized with respect to 
these variables by gradient descent. Here we use L-BFGS31. Structures 
are initialized by sampling torsion values from P(φi, ψi|S, MSA(S)).  
Figure 2c illustrates a single gradient descent trajectory that minimizes 
the potential, showing how this greedy optimization process leads to 
increasing accuracy and large-scale conformation changes. The sec-
ondary structure is partly set by the initialization from the predicted 
torsion angle distributions. The overall accuracy (TM score) improves 
quickly and after a few hundred steps of gradient descent the accuracy 
of the structure has converged to a local optimum of the potential.

We repeated the optimization from sampled initializations,  
leading to a pool of low-potential structures from which further struc-
ture initializations are sampled, with added backbone torsion noise 
(‘noisy restarts’), leading to more structures to be added to the pool. 
After only a few hundred cycles, the optimization converges and the 
lowest potential structure is chosen as the best candidate structure.  
Figure 2e shows the progress in the accuracy of the best-scoring struc-
tures over multiple restarts of the gradient descent process, show-
ing that after a few iterations the optimization has converged. Noisy 
restarts enable structures with a slightly higher TM score to be found 
than when continuing to sample from the predicted torsion distribu-
tions (average of 0.641 versus 0.636 on our test set, shown in Extended 
Data Fig. 4).

Figure 4a shows that the distogram accuracy (measured using the 
local distance difference test (lDDT12) of the distogram; see Meth-
ods) correlates well with the TM score of the final realized structures.  
Figure 4b shows the effect of changing the construction of the potential. 
Removing the distance potential entirely gives a TM score of 0.266. 
Reducing the resolution of the distogram representation below six bins 
by averaging adjacent bins causes the TM score to degrade. Removing 
the torsion potential, reference correction or Vscore2_smooth degrades the 
accuracy only slightly. A final ‘relaxation’ (side-chain packing inter-
leaved with gradient descent) with Rosetta9, using a combination of 
the Talaris2014 potential and a spline fit of our reference-corrected 
distance potential adds side-chain atom coordinates, and yields a small 
average improvement of 0.007 TM score.

We show that a carefully designed deep-learning system can pro-
vide accurate predictions of inter-residue distances and can be used 
to construct a protein-specific potential that represents the protein 
structure. Furthermore, we show that this potential can be optimized  
with gradient descent to achieve accurate structure predictions.  
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Fig. 2 | The folding process illustrated for CASP13 target T0986s2. CASP 
target T0986s2, L = 155, PDB: 6N9V. a, Steps of structure prediction. b, The 
neural network predicts the entire L × L distogram based on MSA features, 
accumulating separate predictions for 64 × 64-residue regions. c, One iteration 
of gradient descent (1,200 steps) is shown, with the TM score and root mean 
square deviation (r.m.s.d.) plotted against step number with five snapshots of 
the structure. The secondary structure (from SST33) is also shown (helix in blue, 
strand in red) along with the native secondary structure (Nat.), the secondary 

structure prediction probabilities of the network and the uncertainty in 
torsion angle predictions (as κ−1 of the von Mises distributions fitted to the 
predictions for φ and ψ). While each step of gradient descent greedily lowers 
the potential, large global conformation changes are effected, resulting in a 
well-packed chain. d, The final first submission overlaid on the native structure 
(in grey). e, The average (across the test set, n = 377) TM score of the lowest-
potential structure against the number of repeats of gradient descent per 
target (log scale).

Deep learning of inter-residue distances

Senior et al., Nature 2020



Deep learning of inter-residue distances

• These methods improved substantially over the 
best previous structure predictions for proteins 
for which one can’t identify structural templates


• Limitations

– Don’t incorporate any template information


• No substantial improvement over template-based 
methods when templates are available 


– Incorporate only very limited information on local 
physics, and it’s not part of the machine learning

• Limits prediction accuracy for side chains 
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Second-generation deep learning 
methods: learning the entire structure

Deep learning methods for protein 
structure prediction



This “second generation” is what you’ve 
most likely heard about— 

lots of press coverage

62
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Journal covers from August 2021

• Both AlphaFold 2 (AF2) and RoseTTAFold are deep learning 
methods for protein structure prediction, with similar architectures


• Note that:

– AlphaFold 2 is completely different from the original AlphaFold, but both 

are officially named “AlphaFold”

– RoseTTAFold structure prediction is very different from Rosetta structure 

prediction, though both are part of the Rosetta project

AlphaFold 2 
(DeepMind)

RoseTTAFold 
 (U. Washington 
and academic 
collaborators)



Second generation: deep learning of 
entire structure

• Both AlphaFold 2 (AF2) and RoseTTAFold:

– Take both multiple sequence alignments and 

templates as inputs (that is, sequences and structures 
of related proteins)


– Learn favorability of local arrangements of amino acid 
residues and their constituent atoms (i.e., side-chain 
packing) from very large numbers of available protein 
structures 


– Learn how to combine these sources of information 
effectively 
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Add a third representation: 
position and orientation of 
each amino acid. Iteratively 
refine these, then predict 
conformation of each side 
chain

AF2 architecture

Jumper et al., Nature, 2021

Identify 
sequences and 
structures of 
related proteins

Iteratively refine two 
representations of this 
information, one indexed 
by amino acid position 
and the other by pairs of 
positions. Each informs 
the other.



AF2 in action

• AF2 doesn’t actually “see” most of these intermediate 
structures. They are guesses of what would have been 
predicted based on intermediate states (layers) of the 
network.


• Structure is initially “compressed” because all residues are 
initially superimposed



Also note …

• AF2 and RoseTTAFold are highly customized 
architectures, incorporating prior knowledge 
about proteins. This isn’t “generic” machine 
learning.


• These methods combine Cartesian coordinate 
and torsional angle representations of proteins


• Beyond the machine learning, these methods 
involve:

– Pre-processing: calling other software to select and 

align homologous sequences and to select templates

– Post-processing: refine results with an existing 

molecular mechanics force field 67



Is the protein folding problem solved?

• The original “protein folding problem” was 
determining how a protein gets to its folded 
structure


• AlphaFold, RoseTTAFold, etc. tackle a different 
problem: protein structure prediction

– They do this very well, and it’s a very important 

problem!

– These methods don’t find a protein’s structure the way 

the protein does
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Strengths of AF2 and RoseTTAFold

• Major improvement in accuracy of previous state 
of the art


• Work automatically for multi-domain proteins 

– No need to predict separate structures for each 

domain, then piece them together

• Also predict structures of multi-protein complexes



Limitations of these methods
• Predictions not perfect


– E.g., side chain orientations often incorrect

– Need to determine impact on applications: for example, ligand 

docking

• More important, in my opinion: prediction of a single structure 

per protein, under unspecified conditions

– This is by design. In the CASP (Community Assessment of Structure 

Prediction) competition, competitors do not have access to the 
experimental structure or any information about the conditions under 
which its was solved.

• Which ligand is bound, if any? Is the protein bound to other proteins? 

What is the pH? Etc.

– But when one works with an experimental structure, the conditions 

are known, and that information is important in applications.

• Often experimental structures are available under different conditions 

(e.g., with different ligands bound), and those structures are different.



RNA structure prediction
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AlphaFold 
(DeepMind)


RoseTTAFold 
(U. Washington 
and academic 
collaborators)

ARES 

(Stanford)

Townshend, Eismann, 
Watkins, Rangan, 
Karelina, Das, Dror

Journal covers from August 2021

Protein structure prediction RNA structure prediction

Key difference from protein 
structure prediction: training 
data is highly limited 
(trained on roughly a million 
times less data than 
AlphaFold)



The challenge 

• Experimental structure 
determination is harder for RNAs 
than proteins

– Human genome contains ~30x 

more RNAs than proteins, but 100x 
more protein structures have been 
solved


• This makes computational 
prediction of RNA structure 
especially valuable, but severely 
limits data available for machine 
learning
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Given only a genetic sequence, our neural 
network predicts accuracy of each model, 

so that we can select the most accurate one

• Note: we use no information about related 
sequences or templates  



The network learns from scratch how to 
evaluate the quality of an RNA structural model

75

• We represent a molecular structure as a collection 
of atoms, specifying only 3D coordinates and 
element type (C, N, O) of each  



Structural motifs in biomolecules

• We’d like our network to learn to recognize structural motifs

• Such motifs can occur at any position and orientation

• Large-scale structural motifs are typically composed of small-

scale motifs with specific relative locations and orientations



A novel neural network enables 
effective learning from limited data
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Structural model of RNA

Share 
information 
locally (repeated)

Learned features 
describe each 
atom’s 
environment

Average of 
each feature 
over all atoms

Predicted 
RMSD from 
true structure

3.8 9.3 ... 2.3

4.6 Å
6.0 3.8 ...5.6 2.6 ...

0.5 2.2 ...

3.2 4.8 ...

5.6 3.3 ... 5.0 4.5 ...

4.3 4.5 ...

1.5 9.2 ...

5.5 8.1 ...

• Atomic Rotationally Equivariant Scorer (ARES)

– Operates directly on 3D atomic coordinates 

– Equivariance: translation and rotation of any set of atoms 

leads to corresponding transformation of these atoms’ features



Strengths of ARES

78

• Outperforms previous methods at blind RNA 
structure prediction


• Requires very little training data

– Trained on only 18 RNA structures

– RNAs used for training are much larger than those used 

for testing

– About one million times less training data than AF2


• Generalizable: 

– Incorporates no prior information about RNA

Training

Testing



Limitations of ARES

79

• Absolute prediction accuracy remains far 
behind that of the best protein structure 
prediction methods


• Relies on another method to generate 
candidate structural models


• Again, prediction is independent of 
experimental conditions


